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Heterogeneous and Parallel Computing

Network of HW/SW components 
that must operate correctly in 

response to its inputs from both 
functional and non-functional

perspectives

Massively parallel systems that 
operate as fast as possible

Genomics Weather Big data

Avionics Space Automotive
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Heterogeneous and Parallel Computing in 
Embedded Systems

Performance: complex computations at high speed

Real-time: end-to-end response time within budget

Power/Thermal: energy/temperature within budget

Safety: guarantee correctness and integrity of operation

Security: prevent external elements from affecting 
correctness and integrity
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Heterogeneous and Parallel Computing

Host-centric paradigm: The parallel computation is orchestrated by the 
general-purpose multi-core

Multi-core
(Host)

GPU
(Accelerator)

FPGA
(Accelerator)

Memory

Peripherals

HW 
func 

HW 
func 

HW 
func 

Interface with the 
(physical) world

Addressable memory by the 
different computing elements

Reconfigurable logic 
including dynamic partial 
reconfiguration

Network on Chip (NoC)

Optimised HW functions

Accelerator for optimized 
graphical processing, linear 

algebra and deep learning

General purpose multi-core for 
control-flow applications and 

parallel orchestration
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The SW Productivity Gap

Source: ITRS & Hardware-dependent Software, Ecker et al., Springer

1. Efficiently exploit parallelism and achieve the required performance
2. Reason about the functional and non-functional correctness

1995           2000           2005           2010           2015           2020
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Addressing Complexity on System Development

Sensors ActuatorsMDE
(e.g. CAPELLA, 

AMALTHEA, 
AUTOSAR)

Logic 
Controller 

Parallel Programming Models (PPM) in HPC

1. Mandatory for SW productivity in terms of 

• Programmability: Parallel abstraction while hiding HW complexities

• Portability: Compatibility multiple HW platforms

• Performance: Exploiting parallel capabilities of underlying HW

2. Efficiet offloading to HW acceleration devices for an energy-
efficient parallel execution

Gap between the MDE used for CPS and the PPM supported by parallel platforms

Run-time 
parallel

frameworks

Parallel 
Programming 

Models
(e.g. OpenMP, 

OpenCL, 
CUDA, COMPSs)

Parallel
Execution 

Model

Parallel Units

Parallel Untits

Parallel Units

Model Driven Engineering (MDE) in Embedded Systems

1. Construction of complex systems

2. Formal verification of functional and non-functional requirements 
(NFR) with composability features

• Suitable Correct-by-construction paradigm by means of code generation 

3. Only for single-core execution or with very limited parallel 
support
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AMPERE’s Vision

Bridge 
the gap

1. Synthesis methods for an efficient generation of 
parallel source code, while keeping NFR and 
composability guarantees 

2. Run-time parallel frameworks that guarantee 
system correctness and exploit the performance 
capabilities of parallel architectures

3. Integration of parallel frameworks into MDE 
frameworks

Sensors ActuatorsMDE
(e.g. CAPELLA, 

AMALTHEA, 
AUTOSAR)

Logic 
Controller 

Run-time 
parallel

frameworks

Parallel 
Programming 

Models
(e.g. OpenMP, 

OpenCL, 
CUDA, COMPSs)

Parallel
Execution 

Model

Parallel Units

Parallel Untits

Parallel Units
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AMPERE’s Main Contribution

A novel software architecture capable of

1. Capturing the component definition 
and NFR for the system model and 
transform it to parallel constructs

2. Fulfillment of NFR described in the 
CPS description
▪ Real-time response, energy-efficiency, 

resiliency and safety and cyber-security

3. Efficient usage of advance parallel 
and heterogeneous embedded 
architectures

Productivity
+ Programmability
+ Portability/Scalability
+ (Guaranteed) Performance

Runtime

Hypervisor

Domain-specific
modeling languages

CAPELLA(AUTOSAR compatible) AMALTHEA

Synthesis 
tools/
compilers

Multi-criteria optimization

NVCC

LLVM

- Performance
- Real-time
- Energy
- Resilience

ProfilerAPP4MC SLG

Parallel hardware Xilinx Zynq Ultrascale+ ZCU102NVIDIA Jetson AGX Xavier

Meta-model-driven abstraction

Meta-parallel
programming 

model

CUDA KMP

Vivado

Operating 
system

Linux ERIKA

High-level parallel programming model

Low-level threading library

M
o

n
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o
ri

n
g

P
ro

fi
lin

g

PikeOS

ROS2 MicroROS

FRED

Analyzer

Optimizer

https://ampere.bsc.es/software-ecosystem
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AMPERE’s Workflow Overview
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Compiler
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AMPERE’s Workflow Overview
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abstraction

Multi-criterion
Optimization

Parallel code
(e.g., OpenMP)

High-level Parallel 
Programming Model

Resource Allocation
(i.e., mapping)

+

Runtime + 
OS/Hypervisor

Monitoring + dynamic
resource allocation

Profiling

Model

Platform description

System description
(Domain Specific Modelling Language) 

Meta Model 
Driven 

Abstraction Low-level 
Threading Library

Hardware 
Abstraction Layer

Detailed Physical Architecture
for highly parallel and energy-

efficient systems

DSML addressing 
different phases of 
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(AUTOSAR)
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AMPERE’s Workflow Overview

Synthesis Tool & 
Compiler

Meta PPM 
abstraction

Multi-criterion
Optimization

Parallel code
(e.g., OpenMP)

High-level Parallel 
Programming Model
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Runtime + 
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#pragma omp parallel
#pragma omp single
{

#pragma omp task depend(out: Image)

run_read_image ("") ;
#pragma omp task depend(inout:Image) 
run_convert_image ("") ;
#pragma omp target depend(in:Image)                           

depend(out:ResultsA)

run_analysisA ("");
#pragma omp target depend(in:Image) 

depend(out:ResultsB)
run_analysisB ("");
pragma omp task depend(in: ResultsA, 

ResultsB)
un_merge_results ("") ;

}

AMALTHEA DSML
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3 4
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AMPERE’s Workflow Overview
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AMPERE Use-cases

Obstacle Detection and Avoidance System (ODAS) 

▪ ADAS functionalities based on data fusion coming from 
tram vehicle sensors

Predictive Cruise Control (PCC) 

▪ Extends Adaptive Cruise Control (ACC) functionality by 
calculating the vehicle’s future velocity curve using the 
data from the electronic horizon

▪ Improve fuel efficiency (in cooperation with the 
powertrain control) by configuring the driving strategy 
based on data analytics and AI

[ICT-01-2019 AMPERE] - page 12 of 90 

The block diagram of the ODAS use-case is depicted in Figure 

4. The use-case incorporates two main subsystems: the Sensor 
Data Fusion (SDF) and the AI Analytics (AI) components.   

The SDF component will be in charge of collecting a large mass 

of raw data from the multiple advanced sensors installed in tram 

vehicle, i.e., optical and thermal cameras, radars and LiDARs 

(light detection and ranging). Cameras are a very good tool for 
classifying objects (rails, signs vehicle, people...) through deep 
learning technologies; LiDAR and radar are good at estimating 

the position of objects around the vehicle. Each of these sensors 

has advantages and disadvantages depending on the operational 

scenarios, environmental and lighting conditions. For instance, 

backscattering from snowflakes or water droplets are sources of unwanted detections in automotive LiDARs, and 
cameras show limited performances in adverse weather conditions such as fog or rain. Many of the previous con-

straints can be minimized using specific sensor techniques which, on the other hand, increase the sensor cost. Using 

sensor data-fusion machinery for having a common homographic view of the objects will increase the performance 

of the sensor system keeping the cost in a range suitable to the application target. The AI component will incorporate 
machine learning (e.g., SVM) and deep learning (e.g., CNN, RNN) algorithms to identify and track objects along the 

tramway infrastructure and extract knowledge that will be displayed to the tram driver.  

 The two components will be distributed and executed in a COTS parallel 

and heterogeneous platform installed on-board tram vehicles, featuring 
multi-core SoC with FPGAs, GPUs and dedicated AI accelerators such as 

TPUs, capable of accelerating large matrix operations and perform mixed-

precision matrix multiply and accumulate calculations in a single operation. 

Moreover, the platform will host multiple standard hardware interfaces to 
ease the integration of the system into a wide range of operation conditions. 

Finally, the constrained environment in which the computationally inten-

sive functionalities will execute, imposes the need of using energy-

efficiency platforms with power envelopes lower than 30W.  

The THALIT use case will be verified in a real transportation environment of the Florence tramway network. To do 

so, a set of tram vehicles operating on Florence tramway lines will be equipped with sensors and related processing 

devices in order to demonstrate the performance capabilities and the fulfilment of non-functional requirements of the 

AMPERE ecosystem. As a result, ODAS will implement functionalities with different criticality level in terms of 
functional safety and strict time constraints due to the real operation conditions with tram vehicles moving in an 

urban environment with traffic mixed with cars and pedestrians (see Figure 5). 

AMPERE Use Case Key Performance Indicators (KPIs) 

Table 2. Key Performance Indicators (KPI) of AMPERE use-cases. 

Use case KPI  Measure 

Intelligent Pre-
dictive Cruise 
Control (PCC) 

(BOS) 

Satisfy the high computation demands of PCC algorithms while 

guaranteeing the safety properties of the powertrain control and 

ACC functionalities.  

High system utilization (> 

90%) with provable safety 

properties  

Maintain the functional properties of the PCC when integrating 

further synthetic applications, to demonstrate the compositional 

integration capabilities of the AMPERE ecosystem. 

Maintain exactly the same 

functional properties 

Providing a reduced development effort for integrating new 

functionalities in an existing system, by coupling the AMPERE 

ecosystem with existing automotive standards and tools. 

30% reduction of develop-

ment efforts 

Obstacle Detec-
tion and 

Avoidance Sys-
tem (ODAS) 
(THALIT) 

Reduce the development and integration costs of the ADAS 

functional critical software modules by employing the 

AMPERE ecosystem starting from the system design phase. 

< 20% of development 

and integration costs 

Improve the object detection capability and reduce the false 

alarms rate in critical environmental conditions (fog, rain, at 

night) by combining AMPERE with existing on-board systems.  

- > 20% objects detected  

- < 15% False alarms rate 

 

Reduce the energy needs of the ADAS component while retain-

ing functional safety targets according to the standards.  

> 20% reduction in com-

puting energy needs  

Figure 5: Tramway at Florence 

√
CAM ERA

RADAR

Pre-processing 
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Pre-processing 
Units

Pre-processing 
Units

Sensor 
Data 

Fusion

AI 

Analytics

GPUs
Heterogenous Platform

(CPU+GPU+FPGA)

Figure 4. Block diagram of the ODAS use-case. 
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The AMPERE Software Architecture: A Modular Design

▪ AMPERE aims to support different “instances” of the SW architecture

▪ Increase exploitation opportunities

SW Architecture applied to PCC SW Architecture applied to ODAS
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