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AMPERE ecosystem workflow

System description:
• Components/comms.
• Functional/NFP

ODAS PCC

Capella

Amalthea

Capella to 
Amalthea bridge

Model
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NVIDIA 
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Meta MDE 
abstraction

Meta PPM 
abstraction

Code Synthesis
OpenMP source 
code generation

TDG 
generation

APP4MC

Off-line multi-criteria 
optimization based 
on the TDG:
• Performance
• Heterogeneity
• Time-predictability
• Energy efficiency
• Resiliency

Compiler
Correctness + 

TDG generation

LLVM DART
Parallel code

(OpenMP, CUDA 
graph, FRED tasks) 

TDG augmentation

Perf

Runtime:
• Performance
• Heterogeneity
• Time-predictability
• Energy efficiency
• Resiliency
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Execution profile
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Profiling

Traces
Execute

Multiple
configurations

TDG

Binaries

Compiler

Timing Analysis Flow

Time/contention 
estimation

Analysis

Task execution
Execution time
Cache access, misses
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Task
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- Volume
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- Potential maximum parallelism
- Worst-case/average makespan
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Timing Analysis

 Some numbers of the use cases

Use Case Task Runnable WCET (us) AVG_Time (us)
ODAS RADAR Processing RADAR spatial synchronization 2 585 541
PCC Perception ACC T100_ms 7 140 2 449

Use Case Task Volume (us) Worst case
Makespan (us)

Average 
Makespan (us) Max Parallelism

ODAS RADAR Processing 42 000 11 199 3 008 3
PCC Perception ACC 5 863 416 615 548 364 877 29
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Static Mapping

 Add “staticness” to the execution to allow for 
 Less execution time variability
 Less analysis pessimism

 Static mapping phase

Annotated TDG Optimization for time
Compiler

“Optimal” 
configuration

(final TDG)

Application time 
properties

(periods, deadlines)

AnalysisSimulator

Simulates
different
heuristics

Profiling
New 

configurations
Allows to 

iteratively profile 
application
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Static Mapping

 Mapping Heuristics
 Task allocation and dispatching

Minimum Number of Task-PartsMNTP

Next Thread NT

Most Recent Idle TimeMRIT

Minimum Total Execution TimeMTET

Minimum Execution TimeMET

Maximum Response TimeMRT
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Static Mapping

 Mapping Heuristics
 Different heuristics provide better results for different benchmarks
 But the MTET-MET combination is usually dominant

 “Static” load balancing

27/06/2023

System

Model

Tied Tasks Untied Tasks

BFS WFS LNSNL BFS WFS LNSNL

1-level nested tasks -4.03% 55.99% -0.19% -3.64% 39.21% 33.66%

2-level nested tasks 20.13% 87.67% 37.29% 18.77% 43.81% 49.62%

n-level nested tasks 19.88% 88.64% 49.06% 23.19% 47.49% 67.01%

Average 11.99% 77.43% 28.72% 12.77% 43.50% 50.10%

Main focus
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Dynamic mapping

 Two heuristics have also been implemented for runtime mapping

0

1

2

3

4

5

6

7

8

R
es

po
ns

e 
tim

e 
(s

)

Dynamic: LLVM work-stealing
Spread: if possible, no sharing of L2
Close: sharing of L2 by 2 threads
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Profiling

Traces
Execute

Multiple
configurations

TDG

Binaries

Compiler

Timing Analysis Flow (for multi-criteria)

Time/contention 
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Analysis

Task execution
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Cache access, misses
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Task
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Application energy 
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Optimization
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